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#### Abstract

This paper is devoted to the construction of local microscopic equations describing the evolution of the gas that is treated as a system of a finite number $N$ of point particles placed in a given fixed volume of space. It is assumed that, given an arbitrary motion of the particles, the state of each of them is characterized by a set $s$ $(1 \leqslant s<\infty)$ of dynamic nonzero variables. Such a set represents a point in some $3 s$-dimensional phase space. The notion of the $s$-th order phase density is introduced, and it is shown that the hierarchy of densities satisfies an infinite system of coupled integrodifferential equations. The structure of the equations suggests the conditions, under which they can be transformed to a closed system of $p$ differential equations: a functional relation between the $(p+1)$ th and the other $p$ dynamic variables must be specified. For the gas of neutral particles, such a relation is found from ordinary equations of motion of particles $(p=2)$. However, the acceleration of an individual particle turns out to be a function not only of its coordinates and velocity but also of the coordinates and velocity of the other $(N-1)$ particles of the system having the role of the field sources. The presence of an additional coupling leads to the "splitting" of the second of the two remaining evolution equations into a closed system of $N$ equations for so-called multiparticle phase densities. The physical meaning of these equations and their possible implications for the kinetic theory of gases are discussed. It is stressed that a similar system of microscopic equations can be constructed for any microscopic quantities of the system of particles under consideration.


DOI: 10.1103/PhysRevE. 64.041201
PACS number(s): 51.10. $+\mathrm{y}, 45.05 .+\mathrm{x}, 45.50 .-\mathrm{j}, 45.90 .+\mathrm{t}$

## I. INTRODUCTION

The phase density method was first suggested in a paper of Klimontovich concerned with a local microscopic description of the plasma treated as a system of a large number of $N$ charged point particles that move according to the known law in a given volume of space [1]. The method is a technique for constructing the equation for microscopic phase density, which is a local characteristic of the system. It also worked well for describing systems of such complicated objects as atoms, molecules, and the like, which were regarded as bound states of point particles of a different sort [2]. The importance of such equations lies in the fact that kinetic equations of a general form can be constructed using them [2-7].

It is known that each particle of the system has the role of the object acted upon by the fields of the other $(N-1)$ particles and of external (relative to the system) sources, and the role of the field source for the other particles at a time. To obtain the closed microscopic equation, Klimontovich used the "self-action" approximation implying that a change in particle momentum is possible under the action not only of external (relative to it) fields but also of its own field. Within the context of the microscopic description of a single system of particles, such an approximation is physically meaningless since it introduces divergent terms into the theory $[7,8]$. Knowing that such systems are nonexistent in nature, Klimontovich stresses that his approximation has a technical character and that, when the occasion requires, the contribution that is determined by self-action, can always be excluded. As an illustration, he even develops a 'correct,' now nonclosed equation, but right there everything ends [2].

In spite of the approximate character of the microscopic equation, Klimontovich and other authors managed to obtain,
on its basis, macroscopic results in agreement with universally known ones, and they took it as circumstantial evidence for the validity of the equation itself $[2,6-8]$. Yet this fact in no way was associated with the approximation itself: an analysis of their calculations shows that the application of the procedure of averaging the microscopic equation over an ensemble, involving the method of moments and various assumptions [2], leads to an implicit compensation of the contribution determined by self-action. Nevertheless, the idea of switching over from microscopic to kinetic equations seems quite attractive. It is necessary merely to derive 'correct', microscopic equations and to point out the rule of such a switchover. In this paper, an attempt is made to solve the former of these problems.

This treatment starts from the one-component gas whose particles move in an arbitrary fashion in a given volume of space. Such a motion will be characterized by an infinite number of dynamic variables, which necessitates introducing a notion of the $3 s$-dimensional phase space $(1 \leqslant s<\infty)$, and of $s$ th-order phase density. The use of an extended phase density method, based on such properties of particles as their point character and the constancy of their number in the system, leads to an infinite system of coupled integrodifferential equations for phase densities. Analysis of the structure suggests the condition for 'terminating' them and obtaining a closed system of $p$ differential equations: the presence of a coupling between the $(p+1)$ th and the other $p$ dynamic variables. The explicit form of the coupling is determined in each particular problem.

For the neutral gas, such a coupling is defined by the ordinary equation of motion $(p=2)$. In this case, the acceleration of an individual particle depends not only on its dynamic variables, as is required by the termination condition, but also on the dynamic variables of the other $(N-1)$ par-
ticles. The presence of an additional coupling leads to the "splitting" of the second of the two remaining evolution equations into a closed system of $N$ equations for so-called multiparticle phase densities. Such a system of $(N+1)$ differential equations describes the microscopic evolution of a single system of $N$ particles rather than of their ensemble.

## II. GENERAL SCHEME

Let there be, in a fixed volume of space $V^{*}$, a sufficient amount of gas consisting of a constant number $N$ of moving particles of the same sort (results are easily generalized to the case of a multicomponent gas). The sufficiency implies that the linear size of the volume is much larger than the mean distance between particles. The constancy of the number of particles signifies that the gas supports only those physical processes, which as time progresses, (a) do not change the nature of particles, and (b) confine them to a given volume. If, in this case, (c) the mean distance between particles is much larger than their diameter, then such a gas may be represented as a system of point particles. Their motion is described by methods of classical mechanics [9,10].

In the dynamic approach, the state of an arbitrary $i$ th particle at the time $t$ is determined by the values of two dynamic variables: the radius vector $\mathbf{r}_{i}(t)$ and the velocity $\mathbf{v}_{i}(t)$, $(i$ $=\overline{1}, \bar{N})$. It is obvious that they are not independent quantities [2]. By specifying the state of all particles at the initial time $t_{0}$ and integrating $N$ equations of motion, it is possible, in principle, to calculate the radius vectors of particles for every subsequent instant of time. The solution of this problem will also make it possible to consider the evolution of such physical quantities as the momentum of the system, its kinetic energy, etc., which represent the specified functions of dynamic variables of $N$ particles.

The local approach treats the properties not of the entire system of particles but only of those that at the time $t(t$ $>t_{0}$ ) are in the volume $V\left(V \in V^{*}\right)$. The corresponding (local) physical quantity then represents a limited (by the volume $V$ ) integral over the coordinate space $\mathbf{r}$ of the local microscopic function. Functions of this kind are determined by the condition that in the limit $V \rightarrow V^{*}$ the local physical quantity coincides with the quantity obtained in the dynamic approach. For local functions, a method of constructing differential equations, the phase density method, is known [2]. The evolution of local physical quantities is studied either on the basis of their determination (by substituting into it the solution of the microscopic equation) or through a direct construction and solution of differential equations for these quantities themselves.

The simplest local function is represented by the microscopic particles number density, $n(\mathbf{r}, t)$, specified in a continuous space of coordinates by the condition

$$
\begin{equation*}
\int_{V^{*}} n(\mathbf{r}, t) d \mathbf{r}=N \tag{1}
\end{equation*}
$$

i.e., the integral of $n(\mathbf{r}, t)$ over the entire volume of the system is equal to a total number of particles in it, here $d \mathbf{r}$ $=d r_{x} d r_{y} d r_{z}$. The number of particles in the volume $V$ at the
time $t$ is also equal to the integral of $n(\mathbf{r}, t)$ taken over this volume, however. It is obvious that, because of the continuous motion of the particles, the number of particles in this volume will be different at different instants of time.

To obtain the equation for $n(\mathbf{r}, t)$, the density is represented as the sum of the following Dirac $\delta$ functions over $N$ particles of the system:

$$
\begin{equation*}
n(\mathbf{r}, t) \equiv \sum_{i=1}^{N} \delta\left(\mathbf{r}-\mathbf{r}_{i}(t)\right) \tag{2}
\end{equation*}
$$

where $\delta\left(\mathbf{r}-\mathbf{r}_{i}(t)\right)=\delta\left(r_{x}-r_{x i}(t)\right) \delta\left(r_{y}-r_{y i}(t)\right) \delta\left(r_{z}-r_{z i}(t)\right)$. Such a representation satisfies the condition (1); it should be noted, however, that its some terms there can be infinite. This means that in the representation (2) the quantity $n(\mathbf{r}, t)$ is not a physical quantity: it belongs to the class of so-called generalized functions. Such functions reflect some preassigned properties of the representing quantity and are introduced with the purpose of constructing the respective differential equations, following the known recipes. In the present case this implies differentiating the expression (2) with respect to the time $t$ as a composite (time-dependent in terms of dynamic variables) function, in view of the properties of the $\delta$ function and the condition $N=$ const. The terms of the resulting intermediate equation are then expressed either in terms of the quantity $n(\mathbf{r}, t)$ itself or in terms of some other generalized function.

Note that to construct the equation, Klimontovich used the microscopic phase density $\mathcal{N}(\mathbf{r}, \mathbf{v}, t)$ specified in a continuous space of coordinates and velocities, $\mathbf{r}$ and $\mathbf{v}$ (which he called the six-dimensional phase space) by the expression,

$$
\begin{equation*}
\mathcal{N}(\mathbf{r}, \mathbf{v}, t) \equiv \sum_{i=1}^{N} \delta\left(\mathbf{r}-\mathbf{r}_{i}(t)\right) \delta\left(\mathbf{v}-\mathbf{v}_{i}(t)\right) \tag{3}
\end{equation*}
$$

This choice is associated with the assumption that it is possible to express in terms of the quantity $\mathcal{N}(\mathbf{r}, \mathbf{v}, t)$ the microscopic densities of almost all known physical quantities. In order for the resultant internal force to be included in their number, the self-action approximation was used, the meaning of which has already been discussed above. Eventually the resulting differential equation for $\mathcal{N}(\mathbf{r}, \mathbf{v}, t)$ becomes closed. This study will show that there is no need for such an approximation and that a consistent application of the phase density method permits us to construct microscopic equations. Furthermore, there naturally arise the notions of microscopic densities of different physical quantities, and differential equations corresponding to them.

## A. The coupling equation for phase densities

It will be assumed that the motion of particles in the system under consideration proceeds in an arbitrary fashion, i.e., the laws of their motion are not predetermined. This means that for any $i$ th particle $(i=\overline{1}, \bar{N})$ the time derivatives of its radius vector from the first to infinite orders will be nonzero time functions. We write them as the following $s$ vector quantities ( $s$ being an integer, and $1 \leqslant s<\infty$ ):

$$
\begin{align*}
\mathbf{q}_{1 i}(t) & =\mathbf{r}_{i}(t), \quad \mathbf{q}_{2 i}(t)=\mathbf{v}_{i}(t) \equiv \frac{d \mathbf{r}_{i}(t)}{d t}, \ldots, \mathbf{q}_{s i}(t) \\
& =\frac{d^{s-1} \mathbf{r}_{i}(t)}{d t^{s-1}} \tag{4}
\end{align*}
$$

and we call them the dynamic variables of the $i$ th particle [2]. It is obvious that they are not independent quantities. The first subscript number means the variable number, and the second number corresponds to the particle number. It would appear reasonable that the state of an individual particle must now be characterized not by two dynamic variables but by the entire set of $s$ dynamic variables,

$$
Q_{s i}(t)=\left[\begin{array}{llll}
\mathbf{q}_{1 i}(t), & \mathbf{q}_{2 i}(t), & \ldots, & \left.\mathbf{q}_{s i}(t)\right] \tag{5}
\end{array}\right.
$$

It will be shown later in the text that, depending on the law of motion selected, the number $s$ can assume different finite values.

Let us imagine mentally some $3 s$-dimensional continuous space in which at the time $t$ one particular point that is different from the other points, will correspond to each of the $N$ sets of the dynamic variables of Eq. (5). Call this space the phase space, and let the following $s$ vectors be used as its independent variables

$$
\begin{equation*}
\mathbf{q}_{1}=\mathbf{r}, \quad \mathbf{q}_{2}=\mathbf{v}, \quad \mathbf{q}_{3}, \ldots, \mathbf{q}_{s}, \tag{6}
\end{equation*}
$$

where the subscript number means the phase variable number. It is obvious that the phase and dynamic variables with the same number have the same physical dimensions. In this connection, the first two vectors in Eq. (6) are shown coincident with the variables of an ordinary six-dimensional phase space [1]. With the exception of the variable $\mathbf{r}$, the phase variables of Eq. (6) vary from $-\infty$ to $+\infty$. (In the relativistic case this exception refers also to the variable $\mathbf{v}$; its values vary from $-c$ to $+c$, where $c$ is the velocity of light). Let us designate an arbitrary point of the $3 s$-dimensional phase space by the set

$$
\begin{equation*}
Q_{s}=\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{s}\right) \tag{7}
\end{equation*}
$$

where the subscript number of $Q$ indicates the number of phase variables. By analogy with Eqs. (2) and (3), we determine in the $3 s$-dimensional phase space the $s$-order phase density

$$
\begin{equation*}
n_{s}=n_{s}\left(Q_{s}, t\right)=\sum_{i=1}^{N} \delta\left(Q_{s}-Q_{s i}(t)\right) \tag{8}
\end{equation*}
$$

where $\delta\left(Q_{s}-Q_{s i}(t)\right)=\Pi_{l=1}^{s} \delta\left(\mathbf{q}_{l}-\mathbf{q}_{l i}(t)\right)$. Then the quantities $n(\mathbf{r}, t)$ and $\mathcal{N}(\mathbf{r}, \mathbf{v}, t)$ are said to be the phase densities of the first and second orders. All phase densities are local functions since they satisfy the condition

$$
\begin{equation*}
\int n_{s} d Q_{s} \equiv \int_{V^{*}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} n_{s} d \mathbf{q}_{1} \cdots d \mathbf{q}_{s}=N \tag{9}
\end{equation*}
$$

Next we write the following useful coupling between phase densities of different orders ( $r$ being an integer, and $1 \leqslant r$ $<s)$ :

$$
\begin{equation*}
n_{r}=\int n_{s} d \mathbf{q}_{r+1} \cdots d \mathbf{q}_{s} \tag{10}
\end{equation*}
$$

We start the construction of the equations for phase densities from the quantity $n_{1}$. By taking a time derivative with respect to its both parts and using the known property of differentiation of the $\delta$ function, we obtain the following intermediate equation:

$$
\begin{equation*}
\frac{\partial n_{1}}{\partial t}=-\frac{\partial}{\partial \mathbf{q}_{1}} \sum_{i=1}^{N} \mathbf{q}_{2 i}(t) \delta\left(\mathbf{q}_{1}-\mathbf{q}_{1 i}(t)\right) \tag{11a}
\end{equation*}
$$

The presence of the vector $\mathbf{q}_{2 i}(t)$ under the summation sign does not permit the right-hand side (RHS) of Eq. (11a) to be expressed in terms of the quantity $n_{1}$ itself. However, if the definition (8) at $s=2$ and the other property of the $\delta$ function

$$
\mathbf{q}_{2 i}(t)=\int_{-\infty}^{\infty} \mathbf{q}_{2} \delta\left(\mathbf{q}_{2}-\mathbf{q}_{2 i}(t)\right) d \mathbf{q}_{2}
$$

are taken into account, then equations (11a) may be written as

$$
\begin{equation*}
\frac{\partial n_{1}}{\partial t}=-\frac{\partial}{\partial \mathbf{q}_{1}} \int_{-\infty}^{\infty} \mathbf{q}_{2} n_{2} d \mathbf{q}_{2} \tag{11b}
\end{equation*}
$$

This integrodifferential equation is nonclosed: its RHS involves the density $n_{2}$, for its determination it is necessary to construct a new equation. It is obvious that this and all other subsequent equations are nonclosed. A general equation for the $s$-order phase density will have the form

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\sum_{l=2}^{s} \mathbf{q}_{l} \frac{\partial}{\partial \mathbf{q}_{l-1}}\right) n_{s}=-\frac{\partial}{\partial \mathbf{q}_{s}} \sum_{i=1}^{N} \mathbf{q}_{(s+1) i}(t) \delta\left(Q_{s}-Q_{s i}(t)\right) \tag{12a}
\end{equation*}
$$

$$
\begin{equation*}
=-\frac{\partial}{\partial \mathbf{q}_{s}} \int_{-\infty}^{\infty} \mathbf{q}_{s+1} n_{s+1} d \mathbf{q}_{s+1} \tag{12b}
\end{equation*}
$$

where $2 \leqslant s<\infty$ [when $s=1$ we have Eqs. (11)].
Equations (11b) and (12b) have an important property: all their terms represent different combinations of phase variables and phase densities only. The system with an infinite number of "coupled" integrodifferential equation (12b) does not permit us to use them in solving applied problems. It is necessary to point out a method enabling us to "terminate" the sequence of these equations. To do so, first we note the existing obvious connection between the number of Eq. (12b) and the number of dynamic variables. Note also that in real media the motion of particles is not an arbitrary one: it is always limited to some extent. Consequently, by establishing the character of limitations for a particular system of particles, it is possible to find the method of termination of Eq. (12b) and to obtain a closed system of equations.

An important role will be played by the $(s+1)$ th dynamic variable of an arbitrary $i$ th particle involved in the RHS of Eq. (12a).

Assume that the particles in the system are moving in such a manner that their dynamic variables with numbers higher than the $p$ th are always zero, i.e., $\mathbf{q}_{(p+1) i}=0$ ( $i$ $=\overline{1}, \bar{N})$. Upon substituting this into the RHS of Eq. (12a), we obtain a closed system of $p$ equations. The last of them turns out to have its RHS equal to zero. It is known that under certain conditions and at the specified initial value of the $p$-order phase density, this equation can, in principle, be solved. The resulting expression for $n_{p}$ can be used, with the help of the relation (10), to determine smaller-order phase densities. However, there are situations where it is still necessary to successively solve all the remaining ( $p-1$ ) equations. To do this, the resulting value of $n_{p}$ is substituted into the RHS of the preceding $(p-1)$ th equation, and this is solved for $n_{p-1}$. Its solution, in turn, gives $n_{p-1}$, which is substituted into the $(p-2)$ th equation, and so forth. It should be noted, however, that the case of the motion of particles under consideration exists almost nowhere; therefore, we turn our attention to a more general method of obtaining a closed system of equations.

## B. The evolution equation for phase densities

Assume that the motion of particles in the system obeys such a physical law that may be written as the following relation between the dynamic variables of an arbitrary $i$ th particle:

$$
\begin{equation*}
\mathbf{q}_{(p+1) i}(t)=\mathbf{f}\left(Q_{p i}, t\right), \quad i=\overline{1}, \bar{N} . \tag{13}
\end{equation*}
$$

Noteworthy here is an explicit time dependence of the RHS. Upon substituting Eq. (13) into Eq. (12a) and taking advantage of the property

$$
\mathbf{f}\left(Q_{p i}, t\right) \delta\left(Q_{p}-Q_{p i}(t)\right)=\mathbf{f}\left(Q_{p}, t\right) \delta\left(Q_{p}-Q_{p i}(t)\right)
$$

(it is verified by a direct integration over the phase volume of the system), we arrive at the following closed differential equation:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\sum_{l=2}^{p} \mathbf{q}_{l} \frac{\partial}{\partial \mathbf{q}_{l-1}}\right) n_{p}=-\frac{\partial}{\partial \mathbf{q}_{p}}\left(\mathbf{f}\left(Q_{p}, t\right) n_{p}\right) \tag{14}
\end{equation*}
$$

Since the coefficients of the equation represent the known functions of phase variables, this equation can, in principle, be solved. Smaller-order phase densities are then obtained using the relation (10).

This does not complete the microscopic local description of the system of particles: it is still necessary to consider the above-mentioned problem of introducing into the theory other local functions and of constructing the evolution equations for them. One way to solve this problem is as follows. Since Eqs. (12b) involve integrals of the same type, they may be represented as the following functions:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathbf{q}_{k} n_{k} d \mathbf{q}_{k}=\mathbf{U}_{k}\left(Q_{k-1}, t\right) \tag{15}
\end{equation*}
$$

where $2 \leqslant k \leqslant p$. It is obvious that the vector $\mathbf{U}_{k}$ is a local function and represents the density of quantity $\mathbf{q}_{k}$ in the $3(k-1)$-dimensional phase space. Let the symbol $a=1,2,3$, involved on the lower right of the vector, designate its Cartesian components. Then, by multiplying each $k$ th of the ( $p$ $-2)$ Eq. (12b), as well as Eq. (14) by the quantity $\left(q_{k}\right)_{a}$ and integrating over $\mathbf{q}_{k}$, we obtain the following system of $p$ microscopic equations:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\sum_{l=2}^{p-1} \mathbf{q}_{l} \frac{\partial}{\partial \mathbf{q}_{l-1}}\right)\left(U_{p}\right)_{a}+\frac{\partial}{\partial \mathbf{q}_{p-1}} \int_{-\infty}^{\infty} \mathbf{q}_{p}\left(q_{p}\right)_{a} n_{p} d \mathbf{q}_{p} \\
& \quad=\int_{-\infty}^{\infty}\left[f\left(Q_{p}, t\right)\right]_{a} n_{p} d \mathbf{q}_{p},  \tag{16a}\\
& \left(\frac{\partial}{\partial t}+\sum_{l=2}^{k-1} \mathbf{q}_{l} \frac{\partial}{\partial \mathbf{q}_{l-1}}\right)\left(U_{k}\right)_{a}+\frac{\partial}{\partial \mathbf{q}_{k-1}} \int_{-\infty}^{\infty} \mathbf{q}_{k}\left(q_{k}\right)_{a} n_{k} d \mathbf{q}_{k} \\
& =\int_{-\infty}^{\infty}\left(U_{k+1}\right)_{a} d \mathbf{q}_{k},  \tag{16b}\\
& \frac{\partial n_{1}}{\partial t}=\frac{\partial \mathbf{U}_{2}}{\partial \mathbf{q}_{1}} . \tag{16c}
\end{align*}
$$

When deriving Eq. (16), we used the following important property of the integrals:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\partial}{\partial \mathbf{q}_{k}}\left[\Psi\left(Q_{k}, t\right) n_{k}\right] d \mathbf{q}_{k}=0 \tag{17}
\end{equation*}
$$

where the vector $\Psi\left(Q_{k}, t\right)$ is an arbitrary function of phase variables. Note that the system (16) involves terms that do not contain the quantity $\mathbf{U}_{k}$. They arise due to the fact that the relation (15) does not permit the densities $n_{k}$ to be uniquely expressed in terms of $\mathbf{U}_{k}$. For this reason, when it is necessary to find the expressions for $\mathbf{U}_{k}$, it is more convenient to solve first the system of equations for phase densities and then to use Eq. (15).

There exists an alternative method of overcoming the above-mentioned problem of introducing new local functions. Using Eq. (8), we represent the quantity $\mathbf{U}_{k}$ as

$$
\begin{align*}
\mathbf{U}_{k} & =\sum_{i=1}^{N} \mathbf{q}_{k i} \delta\left(Q_{k-1}-Q_{(k-1) i}(t)\right)  \tag{18a}\\
& =\mathbf{u}_{k}\left(Q_{k-1}, t\right) n_{k-1} \tag{18b}
\end{align*}
$$

where $2 \leqslant k \leqslant p$. We can verify that by applying the phase density method to Eq. (18a), we obtain exactly the system of equations (16). It is easy to see that by using this method it is possible to construct microscopic equations for any local function composed of phase variables and of the phase densities. By representing the integral of Eq. (15) as Eq. (18b), it is possible to introduce into consideration a further new quantity $\mathbf{u}_{k}\left(Q_{k-1}, t\right)$, having the meaning of the mean value
of the variable $\mathbf{q}_{k}$ in the $3(k-1)$-dimensional phase space. Let us call it the microscopic value of the quantity $\mathbf{q}_{k}$. In the particular case where $k=2$, substitution of Eq. (18b) into Eq. (16c) gives the equation coinciding in its form with the macroscopic continuity equation. The quantity $\mathbf{u}_{2}\left(Q_{1}, t\right)$ will have the role of the microscopic value of the velocity $\mathbf{q}_{2}$ in this equation.

## III. THE GAS OF NEUTRAL PARTICLES

In real gases the motion of particles is almost always nonrelativistic and therefore obeys a classical law of motion $[2,9,10]$. For an arbitrary $i$ th particle $(i=\overline{1}, \bar{N})$ of the onecomponent gas, it is written as

$$
\begin{equation*}
m_{i} \mathbf{q}_{3 i}(t)=\mathbf{F}_{i}(t) \tag{19}
\end{equation*}
$$

where $\mathbf{q}_{3 i}(t)$ is acceleration, and $m_{i}=m$ is the mass of the $i$ th particle. The vector $\mathbf{F}_{i}(t)$ represents the force arising when the $i$ th particle (at the time $t$ ) is acted upon by the total field produced both by $(N-1)$ particles surrounding this particle and by external (relative to the system) sources. Recall that the motion of the particles will be nonrelativistic and the particles themselves will remain point objects when the magnitude of each field acting on them is sufficiently small. The superposition principle hold for such fields: the action of the total field causes the same change in particle momentum as does the vector sum of all individual fields. The same holds also true for the forces

$$
\begin{equation*}
\mathbf{F}_{i}(t)=\mathbf{F}_{0 i}(t)+\sum_{\substack{j=1 \\(j \neq i)}}^{N} \mathbf{F}_{i j}(t) \tag{20}
\end{equation*}
$$

Here $\mathbf{F}_{0 i}(t)$ and $\mathbf{F}_{i j}(t)$ represent the actions of the resultant field of external sources, and of the field produced by the $j$ th particle, respectively. The condition $i \neq j$ implies that the $i$ th particle of the system cannot be a source of the field for itself. In emphasizing this role, we shall call the particle whose parameters are related by Eq. (19), the peculiar particle; with respect to it, all the other $(N-1)$ particles represent sources of internal fields. It should be noted that the selection of the law of motion (13) in the form (19) specifies the phase space of the system of particles to be sixdimensional. This permits us to return to the symbols that have already been partly used in Sec. II: the vectors $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ are replaced by $\mathbf{r}$ and $\mathbf{v}$ and the quantities $n_{1}, n_{2}$ [see Eq. (8)] are substituted for by $n(\mathbf{r}, t), \mathcal{N}_{1}(x, t)=\mathcal{N}(\mathbf{r}, \mathbf{v}, t)$ where $x=(\mathbf{r}, \mathbf{v})$.

In particular problems, the sources of external fields are considered given. This implies that the external resultant force may be represented as a radius-vector function of the peculiar particle and of time $t$ (if external sources produce time-dependent fields), $\mathbf{F}_{0 i}(t)=\mathbf{F}_{0}\left(\mathbf{r}_{i}(t), t\right)$. The internal force $\mathbf{F}_{i j}(t)$ for the neutral gas is expressed in terms of the "potential energy of interaction"' $\Phi_{i j}(t)$. In the subsequent discussion, in the expressions for fields and forces the verti-
cal bar will separate the parameters of the peculiar particle and of the source particles. Then $\Phi_{i j}(t)=\Phi\left(\left|\mathbf{r}_{i}(t)-\mathbf{r}_{j}(t)\right|\right)$ $=\Phi\left(\mathbf{r}_{i}(t) \mid \mathbf{r}_{j}(t)\right)$, and

$$
\begin{equation*}
\mathbf{F}_{i j}(t)=-\frac{\partial \Phi_{i j}(t)}{\partial \mathbf{r}_{\mathbf{i}}(t)}=\mathbf{F}\left(\mathbf{r}_{i}(t) \mid \mathbf{r}_{j}(t)\right), \quad(i \neq j) \tag{21}
\end{equation*}
$$

Hence it follows that the time dependence of the internal forces has an implicit character, and the parameters of the source and of the peculiar particle are taken at the same time $t$. However, with the finite propagation velocity of the fields, the time of emission of the field by the $j$ th particle, $t_{j}^{\prime}$ must differ from $t$ by the delay time $t-t_{j}^{\prime}>0$. The use of $t=t_{j}^{\prime}$ in the expression (21) is motivated by the short-lived character of the field $\Phi_{i j}(t)$ when at every instant of time the peculiar particle is acted upon by fields only of several most closely lying source particles. Furthermore, the delay time will be negligibly small compared with the characteristic time of the macroscopic processes occurring in the system. It should be noted that the delay times can differ from each other by several times, and this difference does not depend on the velocity of the particles. It is particularly important to take this difference into account in the microscopic description of the gas of charged particles acting on one another through far-ranging electromagnetic fields. The delay times for them can also differ considerably.

Thus the acceleration of the peculiar particle depends not only on its dynamic variables, as is required by the condition (13), but also on the variables of the other particles of the system. The presence of an additional coupling does not permit the results from the preceding section to be used directly; therefore, it is necessary again to invoke the system of equations (12b). Using Eq. (19), we transform it into a system of two equations

$$
\begin{gather*}
\frac{\partial n(\mathbf{r}, t)}{\partial t}=-\frac{\partial}{\partial \mathbf{r}} \int_{-\infty}^{\infty} \mathbf{v} \mathcal{N}_{1}(x, t) d \mathbf{v}  \tag{22a}\\
\left(\frac{\partial}{\partial t}+\mathbf{v} \frac{\partial}{\partial \mathbf{r}}\right) \mathcal{N}_{1}(x, t)=-\frac{\partial}{\partial \mathbf{v}} \sum_{i=1}^{N} \mathbf{q}_{3 i}(t) \delta\left(x-x_{i}(t)\right) \tag{22b}
\end{gather*}
$$

We now write Eq. (22b) in the variables of the phase space; to do this, we represent the force of Eq. (21) as an integral over the entire volume of the phase space occupied by the system:

$$
\begin{equation*}
\mathbf{F}_{i j}(t)=\int_{V^{*}} \int_{-\infty}^{\infty} \mathbf{F}\left(\mathbf{r}_{i}(t) \mid \mathbf{r}^{\prime}\right) \delta\left(x^{\prime}-x_{j}(t)\right) d x^{\prime} \tag{23}
\end{equation*}
$$

where $d x^{\prime}=d \mathbf{r}^{\prime} d \mathbf{v}^{\prime}$. On substituting into Eq. (22b) the expression (19), in view of Eqs. (20), (21), and (23), we arrive at the following evolution equation for the density $\mathcal{N}_{1}(x, t)$ :

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.+\mathbf{v} \frac{\partial}{\partial \mathbf{r}}+\mathbf{F}_{0}(\mathbf{r}, t) \frac{\partial}{\partial \mathbf{p}}\right) \mathcal{N}_{1}(x, t) \\
& =-\int \mathbf{F}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right) \frac{\partial \mathcal{N}_{1}(x, t) \mathcal{N}_{1}^{(x)}\left(x^{\prime}, t\right)}{\partial \mathbf{p}} d x^{\prime} . \tag{24}
\end{align*}
$$

The integral here is written in the sense of Eq. (23), $\mathbf{p}=m \mathbf{v}$, and $\mathbf{F}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)$ stands for the force, with which the field from the source particle will be acting on some peculiar particle, provided that both of them will be at the points $\mathbf{r}$ and $\mathbf{r}^{\prime}$.

At this point it is necessary to explain that the point $x$, like any other point of the phase space, is chosen arbitrarily; therefore, at the time $t$ this point may not contain a particle. Nevertheless, Eq. (24) remains valid, although it turns into a usual zero identity. Consequently, the nontrivial meaning is acquired by Eq. (24) only at the point of the phase space, at which at the time $t$ one of $N$ particles will reside. Such a point will be said to be the peculiar point of the phase space and, in this sense, we make the convention that there is an action of the fields on the peculiar point.

Note that under the integral in Eq. (24) we have, together with $\mathcal{N}_{1}(x, t)$, a new quantity

$$
\begin{equation*}
\mathcal{N}_{1}^{(x)}\left(x^{\prime}, t\right)=\mathcal{N}_{1}\left(x^{\prime}, t\right)-\delta\left(x-x^{\prime}\right) \tag{25}
\end{equation*}
$$

which differs from $\mathcal{N}_{1}\left(x^{\prime}, t\right)$ in that the peculiar point $x$ is excluded from it. This imparts to the quantity of Eq. (25) the meaning of the phase density of the number of sources (for the point $x$ ) at the point $x^{\prime}$. It is obvious that it is a local function: the integral

$$
\begin{equation*}
\int \mathcal{N}_{1}^{(x)}\left(x^{\prime}, t\right) d x^{\prime}=N-1 \tag{26}
\end{equation*}
$$

is equal to the number of sources for the peculiar point $x$. The fact that the quantity $\mathcal{N}_{1}^{(x)}\left(x^{\prime}, t\right)$ involved in Eq. (24) makes it nonclosed; however, the evolution equation required for finding this quantity is more conveniently constructed for the product

$$
\begin{align*}
\mathcal{N}_{1}(x, t) \mathcal{N}_{1}^{(x)}\left(x^{\prime}, t\right) & \equiv \mathcal{N}_{2}\left(x, x^{\prime}, t\right) \\
& =\sum_{\substack{i, j=1 \\
(j \neq i)}}^{N} \delta\left(x-x_{i}(t)\right) \delta\left(x^{\prime}-x_{j}(t)\right) \tag{27}
\end{align*}
$$

If only the RHS of Eq. (27) is taken into account, then the quantity $\mathcal{N}_{2}\left(x, x^{\prime}, t\right)$ represents a function that is symmetric with regard to the permutation of the variables $x$ and $x^{\prime}$. For this reason, it was labeled as the two-particle phase density, and the quantity $\mathcal{N}_{1}(x, t)$ received the name one-particle phase density [2].

On the other hand, since in Eq. (24) $x$ is a peculiar point and the point $x^{\prime}$ belongs in the phase space of sources, these points have a different physical meaning. This difference becomes obvious if we take into account the nonzero, even if negligibly small, delay time. In this case the points $x$ and $x^{\prime}$ become "tied" to the times $t$ and $t$ ', with $t>t$ '. In the subsequent discussion the delay will be neglected; however, when carrying out a physical interpretation of results obtained, it should not be omitted. We believe that this remark is of particular importance in the context of the well-known problem of the time irreversibility of kinetic and hydrodynamic equations [2,11]. Nevertheless, in obtaining the evolution equations for the quantity $\mathcal{N}_{2}\left(x, x^{\prime}, t\right)$, the points $x$ and
$x^{\prime}$ are formally considered to be two different and independent peculiar points. [When the occasion requires, the difference of the times $t$ and $t^{\prime}$ may be taken into account in Eq. (24) in the process of integration.] Hence,

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.+\mathbf{v} \frac{\partial}{\partial \mathbf{r}}+\mathbf{v}^{\prime} \frac{\partial}{\partial \mathbf{r}^{\prime}}+\mathbf{F}_{0}(\mathbf{r}, t) \frac{\partial}{\partial \mathbf{p}}+\mathbf{F}_{0}\left(\mathbf{r}^{\prime}, t\right) \frac{\partial}{\partial \mathbf{p}^{\prime}}\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right) \\
= & -\int \mathbf{F}\left(\mathbf{r} \mid \mathbf{r}^{\prime \prime}\right) \frac{\partial}{\partial \mathbf{p}}\left[\mathcal{N}^{(x)}\left(x^{\prime \prime}, t\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right)\right] d x^{\prime \prime} \\
& -\int \mathbf{F}\left(\mathbf{r}^{\prime} \mid \mathbf{r}^{\prime \prime}\right) \frac{\partial}{\partial \mathbf{p}^{\prime}}\left[\mathcal{N}^{\left(x^{\prime}\right)}\left(x^{\prime \prime}, t\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right)\right] d x^{\prime \prime} . \tag{28}
\end{align*}
$$

Noteworthy are the similarity of the operators involved in the left-hand side (LHS) of Eqs. (24) and (28), and the correspondence of their number to the number of peculiar points. The integrals in Eq. (28) describe the contribution to the evolution made by the quantity $\mathcal{N}_{2}\left(x, x^{\prime}, t\right)$ made by the mutual action of the peculiar points $x$ and $x^{\prime}$, as well as of the action of particles from the phase space of sources on them.

We now express the bracketed products of phase densities in terms of a three-particle phase density [cf. Eq. (27)]

$$
\begin{align*}
\mathcal{N}_{3}\left(x, x^{\prime}, x^{\prime \prime}, t\right)= & \sum_{\substack{, j, k=1 \\
(j \neq i \neq k)}}^{N} \delta\left(x-x_{i}(t)\right) \delta\left(x^{\prime}-x_{j}(t)\right) \\
& \times \delta\left(x^{\prime \prime}-x_{k}(t)\right) \tag{29}
\end{align*}
$$

With a rather unwieldy manipulation we get

$$
\begin{aligned}
\mathcal{N}^{(x)}\left(x^{\prime \prime}, t\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right)= & \mathcal{N}_{3}\left(x, x^{\prime}, x^{\prime \prime}, t\right) \\
& +\delta\left(x^{\prime \prime}-x^{\prime}\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right), \\
\mathcal{N}^{\left(x^{\prime}\right)}\left(x^{\prime \prime}, t\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right)= & \mathcal{N}_{3}\left(x, x^{\prime}, x^{\prime \prime}, t\right) \\
& +\delta\left(x^{\prime \prime}-x\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right) .
\end{aligned}
$$

In view of these expressions, Eq. (28) takes the form

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\mathbf{v} \frac{\partial}{\partial \mathbf{r}}+\mathbf{v}^{\prime} \frac{\partial}{\partial \mathbf{r}^{\prime}}+\left[\mathbf{F}_{0}(\mathbf{r}, t)+\mathbf{F}\left(\mathbf{r} \mid \mathbf{r}^{\prime}\right)\right] \frac{\partial}{\partial \mathbf{p}}\right. \\
& \left.\quad+\left[\mathbf{F}_{0}\left(\mathbf{r}^{\prime}, t\right)+\mathbf{F}\left(\mathbf{r}^{\prime} \mid \mathbf{r}\right)\right] \frac{\partial}{\partial \mathbf{p}^{\prime}}\right) \mathcal{N}_{2}\left(x, x^{\prime}, t\right) \\
& \quad=-\int\left[\mathbf{F}\left(\mathbf{r} \mid \mathbf{r}^{\prime \prime}\right) \frac{\partial}{\partial \mathbf{p}}+\mathbf{F}\left(\mathbf{r}^{\prime} \mid \mathbf{r}^{\prime \prime}\right) \frac{\partial}{\partial \mathbf{p}^{\prime}}\right] \mathcal{N}_{3}\left(x, x^{\prime}, x^{\prime \prime}, t\right) d x^{\prime \prime} \tag{30}
\end{align*}
$$

The LHS now involves two terms that take explicitly into account the contribution of the mutual action of the peculiar points $x$ and $x^{\prime}$ to the evolution of the quantity $\mathcal{N}_{2}\left(x, x^{\prime}, t\right)$. The RHS retains only those terms that describe the contribution from the action (on these points) of the fields from the remaining ( $N-2$ ) particles of the system. Equation (30), like Eq. (24), is also nonclosed, but now because of the in-
volvement of the quantity $\mathcal{N}_{3}\left(x, x^{\prime}, x^{\prime \prime}, t\right)$. It is obvious that the evolution equation for this quantity will contain a fourparticle density, etc. As a result, we get a system of coupled equations for multiparticle phase densities.

The need to distinguish, in the subsequent treatment, a large number of points of the six-dimensional phase space induces us to introduce the following designations of the phase variables:

$$
\begin{equation*}
x=x^{(1)}, \quad x^{\prime}=x^{(2)}, \quad x^{\prime \prime}=x^{(3)}, \ldots \tag{31}
\end{equation*}
$$

It can be directly verified that the properties of an $n$-particle phase density (as a local function) will be defined by the relation

$$
\begin{equation*}
\int \mathcal{N}_{n}\left(x^{(1)}, \ldots, x^{(n)}, t\right) d x^{(1)} \cdots d x^{(n)}=\frac{N!}{(N-n)!} \tag{32}
\end{equation*}
$$

Hence, when $1 \leqslant n<N$ ( $n$ being an integer), the evolution equation has the form

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.\sum_{l=1}^{n}\left[\mathbf{v}^{(l)} \frac{\partial}{\partial \mathbf{r}^{(l)}}+m \mathbf{w}_{n}\left(\mathbf{r}^{(l)}, t\right) \frac{\partial}{\partial \mathbf{p}^{(l)}}\right]\right) \\
& \times \mathcal{N}_{n}\left(x^{(1)}, \ldots, x^{(n)}, t\right) \\
= & -\int \sum_{l=1}^{n} \mathbf{F}\left(\mathbf{r}^{(l)} \mid \mathbf{r}^{(n+1)}\right) \frac{\partial}{\partial \mathbf{p}^{(l)}} \\
& \times \mathcal{N}_{n+1}\left(x^{(1)}, \ldots, x^{(n+1)}, t\right) d x^{(n+1)}, \tag{33}
\end{align*}
$$

where, for sake of evidence, the following notation is introduced:

$$
\begin{equation*}
m \mathbf{w}_{n}\left(\mathbf{r}^{(l)}, t\right)=\mathbf{F}_{0}\left(\mathbf{r}^{(l)}, t\right)+\sum_{\substack{k=1 \\(k \neq l)}}^{n} \mathbf{F}\left(\mathbf{r}^{(l)} \mid \mathbf{r}^{(k}\right), \quad l=\overline{1}, \bar{N} \tag{34}
\end{equation*}
$$

Equation (33) will have a nontrivial meaning if $n$ equals the number of peculiar points. The expression (34) represents the portion of the force, with which an arbitrary peculiar point $x^{(l)}$ at the time $t$ is acted upon by external fields and by fields produced by the other $(n-1)$ peculiar points. Consequently, the LHS of Eq. (33) involves $n$ terms that take into account the contribution to the evolution from the $n$-particle density of the external fields, and $n(n-1)$ terms that take into account the mutual action of the peculiar points. Under the integral sign on the RHS of Eq. (33) there remain $n$ terms that take into account the action on each of the $n$ peculiar points $(N-n)$ exerted by the particles from the phase space of sources. Note that any $n$ out of $N$ particles can reside at these points, and in any order. The relation (32) does determine the number of possible ways of their arrangement.

Since none of the particles of the system can be at two different points of the space at a time, the number of peculiar points cannot exceed a total number of particles in the system, $N$. Thus all densities with $n>N$ will be zero, and the equation for $N$-particle density will represent Eq. (33) with its RHS equal to zero;

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\sum_{l=1}^{N}\left[\mathbf{v}^{(l)} \frac{\partial}{\partial \mathbf{r}^{(l)}}+m \mathbf{w}_{\mathrm{N}}\left(\mathbf{r}^{(l)}, t\right) \frac{\partial}{\partial \mathbf{p}^{(l)}}\right]\right) \\
& \quad \times \mathcal{N}_{N}\left(x^{(1)}, \ldots, x^{(N)}, t\right)=0 \tag{35}
\end{align*}
$$

This means that when $n=N$, all conceivable particles of the system will be distributed in the peculiar points, and hence none of the particles will be left in the phase space of sources. The quantity $m \mathbf{w}_{N}\left(\mathbf{r}^{(l)}, t\right)$ now is a total force, with which an arbitrary peculiar point $x^{(l)}$ is acted upon by external fields, and by fields produced by all the other $(N-1)$ peculiar points.

Thus, microscopic evolution equations for multiparticle densities is equal to $(N+1)$ : in addition to the newly obtained Eqs. (33), (34), and (35) it is necessary to include Eq. (22a), which is left after the termination of the system (12b). Equation (35) now has a closed form. Under certain conditions, it can be solved, and the determined values of the $N$-particle density can then be used to find the other densities by taking advantage, for this purpose, of the following relation:

$$
\begin{align*}
& \mathcal{N}_{n}\left(x^{(1)}, \ldots, x^{(n)}, t\right) \\
& \quad=\frac{1}{(N-n)!} \int \mathcal{N}_{N}\left(x^{(1)}, \ldots, x^{(N)}, t\right) d x^{(n+1)} \cdots d x^{(N)} \tag{36}
\end{align*}
$$

where $1 \leqslant n<N$. The relation (36) is readily verified by direct integration. It should be noted that to solve equation (35) requires a knowledge of the initial value of the $N$-particle density that, in turn, requires specifying 6 N initial values of dynamic variables. In real gases, this number is too large; therefore, the solution of Eq. (35) is impracticable. In this sense, the microscopic description of a system of particles using the phase density method does not offer any advantages over the dynamic approach [2]. The attractiveness of Eqs. (33) and (35) lies in their structure and in the fact that they are written in terms of continuous phase variables. Recall that the method was developed $[1,2,4]$ for constructing such a microscopic equation that could be used directly in the procedure of proceeding to an approximate (incomplete) macroscopic description of the system of particles.

However, the extension of the phase density method and its successive application in this study enabled us to obtain a whole system of $(N+1)$ microscopic equations rather than one equation. Furthermore, their form resembles the widely known equations of Born-Bogoliubov-Green-KirkwoodYvon (BBGKY), describing the evolution of an ensemble of systems [2]. Yet our equations differ fundamentally from BBGKY equations in that they describe the microscopic evolution of a single particular system of $N$ particles. Besides, microscopic multiparticle phase densities are determinate quantities, while the generally accepted distribution functions of the probability density are not. Another important property of such microscopic equations is emphasized by the following citation from Koga [8]: "Any experiment is conducted within a finite time interval with a single system of
particles that is not in a state of thermal equilibrium. Therefore, results of measurements are influenced by the evolution of just this particular system, instead of a ensemble of such systems." Nevertheless, the presence of the abovementioned similarity is indicative of a profound connection between the two different levels of description of a system of particles.

In spite of some difficulties, this connection can be realized by analogy with a traditional method used by Klimontovich, namely, by averaging the microscopic equation over an ensemble of systems of particles. However, an alternative procedure is possible, based on the advantages of the local approach used in this study. It implies that any local physical quantity, characterizing the properties of particles in some volume of space $V$, is expressed in terms of an integral over the space of coordinates, of a particular local function. Using this determination and a system of microscopic equations, it is possible to construct evolution equations for local physical quantities. It should be noted that the merits of both of these methods of proceeding from the microscopic to macroscopic description will be determined by the fact that the various approximate approaches for solving kinetic equations obtained can be justified in terms of the microscopic description. We intend to examine all these issues in one of our subsequent papers.

## IV. CONCLUDING REMARKS

The main results, and the conditions under which they have been obtained, may be summarized as follows.
(1) It was assumed that the one-component gas of neutral particles supports only those physical processes that: confine the particles to a certain specified volume of space without
altering the nature of the particles, and conserve their number $N$ unchanged. The microscopic description of such a system of particles was based on the usual local approach of classical mechanics of many bodies.
(2) For an arbitrary motion of particles, characterized by $s$ dynamic variables $(1 \leqslant s<\infty)$, it was necessary to introduce an extended notion of the $3 s$-dimensional phase space and the $s$-order microscopic phase density specified on it. It was shown that these particles number phase densities satisfy an infinite sequence of coupled integrodifferential equations.
(3) For such systems of particles, in which there exists a connection between the $(p+1)$ dynamic variable of the particle and its other $p$ variables $(1 \leqslant p<s)$, this infinite sequence of equations is transformed into a closed system of $p$ differential equations. The same method was applied to obtain the equations for microscopic densities of other physical quantities.
(4) For a real gas of neutral particles, such a connection exists, and not only does it correspond to the case $p=2$, but it contains an additional dependence on the dynamic variables of the other particles. Taking this factor into account leads us to obtain a system of $(N+1)$ differential equations for so-called multiparticle densities that are now specified on a six-dimensional phase space.
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